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ABSTRACT 

Artificial intelligence (AI) is rapidly transforming education, offering innovative solutions to enhance learning, improve 

accessibility, and streamline processes. This paper explores the integration of AI into education systems, focusing on its 

potential, challenges, and the policies required to ensure its ethical and equitable application. It examines international 

efforts, such as UNESCO’s human-centered approach, and analyzes global and regional initiatives to address the digital 

divide, promote inclusivity, and safeguard data privacy. Special attention is given to generative AI technologies, which 

are revolutionizing content creation and educational engagement while raising complex legal and ethical concerns. The 

legal battle between OpenAI and The New York Times serves as a case study to highlight issues surrounding copyright, 

intellectual property, and the need for balanced regulatory frameworks. Additionally, the paper delves into India’s 

evolving approach to AI in education, identifying policy strengths, gaps, and implementation challenges in a diverse and 

dynamic socio-economic landscape. Through case studies, policy analysis, and ethical considerations, this paper 

emphasizes the need for collaboration among stakeholders to build a future where AI empowers learners and educators 

without compromising fundamental values. By addressing regulatory shortcomings and fostering inclusivity, AI has the 

potential to reshape education into a more innovative, accessible, and equitable system, ensuring its benefits are realized 

globally and sustainably. 
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Introduction 

“The point is that AI is no longer just a tool like a paintbrush and easel, things used in the creative process to generate 

original works that 'sweat of the brow' qualify for copyright protection” 

- Justice Gautam Patel3 

 

Artificial intelligence (AI) is rapidly transforming the world, and its impact on education is nothing short of revolutionary. 

By offering personalized learning, automating administrative tasks, and bridging accessibility gaps, AI holds the promise 

of reshaping education systems to meet the needs of the 21st century. Yet, this transformation is not without its challenges. 

Questions surrounding data privacy, ethical usage, inclusivity, and the regulatory frameworks needed to govern AI's 

integration into education are becoming increasingly urgent. This paper explores the multifaceted dimensions of AI in 

education, with a focus on both global and national approaches, ethical considerations, and the policies required to harness 

its potential responsibly. 

 

One of the most profound shifts in education comes from the emergence of generative AI technologies. Generative AI 

models, such as OpenAI’s ChatGPT and DALL·E, are not only creating new ways of engaging with content but also 

challenging traditional notions of intellectual property, data security, and the role of educators. The ongoing legal battle 

between OpenAI and The New York Times underscores the complexities of balancing technological innovation with the 

rights of content creators. Such developments highlight the need for comprehensive policies that address these emerging 

challenges while fostering collaboration between educators, policymakers, and AI developers. 

 

 
1 Professor of Law Department, School of Legal Studies, Babasaheb Bhimrao Ambedkar University, Lucknow, Email: 

sk.chadha123@gmail.com 
2 Research Scholar of Law Department, School of Legal Studies, Babasaheb Bhimrao Ambedkar University, Lucknow, 

Email: amitsinghrmlnlu@gmail.com 
3 Justice Gautam Patel, “AI, Trademarks, and Copyright: Emerging Issues,” 5th Shamnad Basheer Memorial Lecture, 

LiveLaw, available at https://www.livelaw.in/ (last visited Dec. 15, 2024). 



   
  
  
 

386 

European Economic Letters 

ISSN 2323-5233 

Vol 15, Issue 1 (2025) 

http://eelet.org.uk 

Globally, efforts to regulate and implement AI in education vary widely. UNESCO’s human-centered approach 

emphasizes ethical guidelines, inclusivity, and data privacy as foundational principles for AI adoption.4 Countries like 

Finland and Singapore have set benchmarks for integrating AI into curricula, prioritizing skill development and digital 

literacy. At the same time, India, with its diverse population and unique challenges, is charting its own path by focusing 

on reducing the digital divide and fostering AI-driven innovation. However, policy gaps and implementation barriers 

persist, especially in ensuring equitable access to AI technologies across socio-economic and regional divides. 

 

As education systems evolve in response to technological advancements, the role of ethical frameworks and legal 

regulations becomes paramount. AI must be used to enhance human learning, not replace it, ensuring that educational 

systems remain inclusive and equitable. This paper critically examines the policies and strategies that are shaping AI’s 

integration into education globally, with particular emphasis on the Indian context. Through case studies, policy analysis, 

and an exploration of ethical challenges, it provides a roadmap for navigating the opportunities and complexities of AI in 

education. 

 

In an era driven by technology, the question is no longer whether AI should be integrated into education, but how it can 

be done responsibly and effectively. This paper aims to contribute to this dialogue by offering insights into the policy 

frameworks, legal battles, and ethical considerations that are shaping the future of education in a tech-driven world. 

 

The Need for AI in Education 

Education is one of the most transformative sectors in society, and Artificial Intelligence holds immense potential to 

address its challenges and unlock new opportunities. From personalizing learning experiences to enhancing administrative 

efficiency and bridging resource gaps, AI offers solutions tailored to the evolving needs of learners, educators, and 

institutions. The need for AI in education is particularly pressing in countries like India, with its vast and diverse 

population, as well as on a global scale, where equity and inclusivity remain critical concerns. 

 

One of the most compelling reasons for integrating AI into education is its ability to provide personalized learning 

experiences. Traditional one-size-fits-all teaching methods often fail to address the unique needs, strengths, and 

weaknesses of individual students. AI systems like adaptive learning platforms can analyze student performance data and 

create customized content tailored to their pace and understanding. For example, in India, platforms like Mindspark use 

AI to identify learning gaps and adapt instructional material for students, particularly in subjects like math.5 This ensures 

that students receive the right level of support and challenges, leading to improved engagement and better learning 

outcomes. Globally, tools like IBM’s Watson Teacher Advisor provide similar benefits by recommending resources and 

teaching strategies based on student data. 

 

AI is also crucial in addressing the shortage of educators and uneven distribution of resources. In India, where the student-

to-teacher ratio often falls far below recommended standards, AI tools can act as supplementary teaching aids. Virtual 

tutors and intelligent chatbots can provide students with 24/7 support, answering questions and clarifying concepts when 

teachers are unavailable. For example, the Nipun Assessment Test (NAT) in Uttar Pradesh uses AI to assess the 

foundational skills of millions of students, helping identify areas where additional teaching support is required.6 Similarly, 

AI-powered applications like Google’s Bolo (now Read Along) promote literacy among children in underserved 

communities, showcasing the transformative potential of technology in bridging educational gaps.7 

 

Another critical area where AI can make a difference is in automating administrative tasks. Teachers and administrators 

often spend significant time on non-teaching activities like grading, scheduling, and record-keeping. AI-driven systems 

can streamline these processes, freeing educators to focus on teaching and mentoring. Automated grading tools, for 

instance, evaluate assignments and exams quickly and accurately, ensuring timely feedback for students. Globally, 

platforms like Turnitin use AI to assess written assignments for originality and quality, reducing teacher workload while 

maintaining high standards of academic integrity. 

 
4 UNESCO, Guidance for Generative AI in Education and Research, (United Nations Educational, Scientific and Cultural 

Organization, Paris, 2023) ISBN 978-92-3-100612-8. 
5 Keerthana, Shilpa Shetty & N. Ramkumar, Overview of Innovations in AI Education in India: School, Teachers and 

Students, (Report presented at the National Leadership Conference on AI in School Education, Jan. 19-21, 2024, 

Creativity Lab, Agastya International Foundation, Andhra Pradesh, India) 
6 S. Sharma, “NAT 2023: Nipun Assessment Test begins in council schools across Uttar Pradesh,” Times of India, Sept. 

11, 2023, available at https://timesofindia.indiatimes.com/technology/tech-tips/2 (last visited Dec. 15, 2024). 
7 Times of India Tec Desk, “India's first AI-powered reading app Read Along crossed 40 million readers mark: Google,” 

Times of India, Sept. 12, 2024, available at https://timesofindia.indiatimes.com/technology/tech-news/india-first-ai-

powered-reading-app-read-along-crosses-40-million-readers-mark-google/articleshow/113264544 (last visited Dec. 15, 

2024). 

 

https://timesofindia.indiatimes.com/technology/tech-tips/2
https://timesofindia.indiatimes.com/technology/tech-news/india-first-ai-powered-reading-app-read-along-crosses-40-million-readers-mark-google/articleshow/113264544
https://timesofindia.indiatimes.com/technology/tech-news/india-first-ai-powered-reading-app-read-along-crosses-40-million-readers-mark-google/articleshow/113264544
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AI is also instrumental in making education more inclusive and accessible. Speech-to-text and text-to-speech technologies 

help students with disabilities access learning materials in formats suited to their needs. In multilingual countries like 

India, AI-powered translation tools break down language barriers, enabling students to learn in their preferred language. 

Globally, UNESCO advocates for AI-driven solutions to address challenges faced by learners with disabilities, 

highlighting the importance of equitable access to technology. 

 

As the future job market increasingly demands digital literacy and AI-related skills, integrating AI into education is 

essential for future-proofing learners. The inclusion of AI as a subject in school curriculums, as seen in India’s Central 

Board of Secondary Education (CBSE) guidelines, prepares students for an AI-driven economy8. Globally, countries like 

Finland have introduced AI literacy programs to ensure that their citizens are well-equipped for the challenges and 

opportunities of the digital age. 

 

International Policies and Laws Relating to the Use of Artificial Intelligence in Education Systems 

As artificial intelligence continues to reshape education worldwide, policymakers face the dual challenge of harnessing 

its benefits while addressing ethical, legal, and social implications. Various international frameworks and policies have 

been designed to provide guidelines on the equitable and ethical use of AI in education. These frameworks emphasize 

inclusivity, equity, data privacy, and the responsible integration of AI technologies into teaching and learning systems. 

 

Global Approaches to AI in Education 

International organizations such as UNESCO have played a pivotal role in advocating for the ethical use of AI in 

education. Their 2021 publication, AI and Education: Guidance for Policy-Makers, underscores the need for AI-driven 

solutions that uphold core principles of inclusivity and equity. These principles are aimed at ensuring that AI technologies 

bridge learning gaps rather than exacerbate existing inequalities. 

 

The UNESCO Beijing Consensus (2019) stands as a landmark agreement addressing AI in education.9 Adopted at the 

International Conference on Artificial Intelligence and Education, it emphasizes leveraging AI to achieve Sustainable 

Development Goal 4 (SDG 4): “Ensure inclusive and equitable quality education and promote lifelong learning 

opportunities for all.” The consensus highlights the importance of aligning AI technologies with humanistic values, 

prioritizing transparency, and fostering interdisciplinary collaboration.10 

 

Ethical Guidelines and Frameworks 

Ethics form the cornerstone of international policies on AI in education. The Recommendation on the Ethics of Artificial 

Intelligence, adopted by UNESCO in 2021, is a comprehensive guide for member states. It calls for the development of 

ethical standards for AI systems in education, focusing on avoiding algorithmic biases, ensuring fairness, and protecting 

learners’ data.11 

 

The European Union (EU) has also taken a proactive stance by proposing the Artificial Intelligence Act, a legislative 

framework to regulate AI across sectors, including education. This act categorizes AI systems based on their potential 

risks, ensuring that high-risk applications, such as those in education, are subject to strict regulatory scrutiny. For instance, 

AI tools used for student assessment or behavioral monitoring must adhere to rigorous transparency and accountability 

standards. 

 

In the United States, ethical AI is promoted through initiatives like the Blueprint for an AI Bill of Rights (2022), which 

includes provisions for privacy, transparency, and fairness in AI systems12. Although not specific to education, these 

principles have been adopted by institutions leveraging AI in learning management and assessment. 

 

 
8 National Steering Committee for National Curriculum Frameworks, National Curriculum Framework for School 

Education 2023, (K. Kasturirangan, Chairperson, National Steering Committee for National Curriculum Frameworks, 

Bengaluru, July 29, 2023) 
9 UNESCO, “First ever consensus on Artificial Intelligence and Education published by UNESCO,” June 25, 2019, 

available at https://www.unesco.org/en/articles/first-ever-consensus-artificial-intelligence-and-education-published-

unesco (last visited Dec. 15, 2024). 
10A. M. Olney, I.-A. Chounta, Z. Liu, O. C. Santos, & I. I. Bittencourt, “Artificial intelligence in education,” in 

Proceedings of the 25th International Conference on Artificial Intelligence in Education (AIED 2024), Recife, Brazil 

(2024). 
11 Miguel A. Cardona, Roberto J. Rodríguez, & Kristina Ishmael, Artificial Intelligence and the Future of Teaching and 

Learning: Insights and Recommendations, (U.S. Department of Education, May 2023). 
12 Office of Science and Technology Policy, Blueprint for an AI Bill of Rights, available at 

https://www.whitehouse.gov/ostp/ai-bill-of-rights/ (last visited Dec. 15, 2024). 

https://www.unesco.org/en/articles/first-ever-consensus-artificial-intelligence-and-education-published-unesco
https://www.unesco.org/en/articles/first-ever-consensus-artificial-intelligence-and-education-published-unesco
https://www.whitehouse.gov/ostp/ai-bill-of-rights/
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Data Privacy and Security Regulations 

AI in education often involves collecting and processing vast amounts of personal data from students and teachers. 

Ensuring data privacy and security is therefore a priority in international policies. The European Union’s General Data 

Protection Regulation (GDPR) has set a global benchmark in this regard. The GDPR mandates that AI systems handling 

personal data must be designed with privacy by default and by design. This is particularly relevant in education, where 

sensitive student information must be safeguarded. 

 

Globally, the UNESCO framework emphasizes the need for education systems to adopt robust data governance 

practices13. It advocates for national regulations to ensure that AI tools comply with ethical data usage norms, such as 

anonymizing student data and obtaining informed consent for its use. 

 

Fostering Inclusivity through Policy 

International policies consistently highlight the need for AI in education to be inclusive. This entails designing AI systems 

that cater to diverse learners, including those with disabilities and those from underprivileged backgrounds. For instance, 

UNESCO’s AI and Education guidelines emphasize creating multilingual AI tools to accommodate linguistic diversity, 

a challenge particularly relevant to regions like Africa and South Asia. 

 

One example of an inclusive AI initiative is Microsoft’s Immersive Reader, which supports students with dyslexia and 

other learning disabilities by offering features like text-to-speech and visual aids.14 Such tools demonstrate how inclusive 

design principles, endorsed by global policies, can transform education. 

 

Addressing the Digital Divide 

The digital divide remains a critical barrier to the equitable use of AI in education. International frameworks like the 

UNESCO Beijing Consensus call for measures to ensure that underprivileged communities have access to AI-driven 

learning tools. This includes investments in digital infrastructure, affordable devices, and AI training programs. 

Countries like China have taken notable steps in this direction. The government’s Next Generation Artificial Intelligence 

Development Plan prioritizes AI adoption in rural schools, aiming to reduce educational disparities between urban and 

rural areas. Similarly, initiatives in African nations, supported by UNESCO and private sector partnerships, focus on 

providing low-cost AI solutions tailored to local needs. 

 

Global Collaboration and Capacity Building 

International policies also stress the importance of global collaboration in leveraging AI for education. The Beijing 

Consensus encourages partnerships between governments, private sector entities, and educational institutions to foster 

innovation and share best practices. UNESCO’s Global Education Coalition15, launched during the COVID-19 pandemic, 

is a prime example of such collaboration. It brought together stakeholders from around the world to deploy AI-powered 

remote learning solutions, ensuring continuity of education during school closures. 

 

Capacity building is another focus area. International organizations advocate for teacher training programs to enhance 

educators’ ability to use AI tools effectively. For example, UNESCO’s AI for All initiative provides free resources to 

help teachers understand AI’s potential and ethical implications. 

 

Examples of Policy Implementation 

Several countries have adopted international guidelines to shape their national policies on AI in education. Singapore’s 

AI in Education Roadmap integrates UNESCO’s ethical principles, emphasizing personalized learning while 

safeguarding student data. The roadmap also includes initiatives for developing AI competencies among students, 

ensuring they are prepared for an AI-driven future. 

In Finland, the government’s Elements of AI program, developed in collaboration with the University of Helsinki, 

exemplifies the global push for AI literacy.16 This free online course aims to equip citizens, including educators and 

students, with a foundational understanding of AI. 

 

 
13 UNESCO, “First ever consensus on Artificial Intelligence and Education published by UNESCO,” June 25, 2019, 

available at https://www.unesco.org/en/articles/first-ever-consensus-artificial-intelligence-and-education-published-

unesco (last visited Dec. 15, 2024). 
14 Redress Compliance, “Microsoft AI Tools Uncovered: Strategies for Success,” July 23, 2024, available at 

https://redresscompliance.com/microsoft-ai-tools-uncovered-strategies-for-success/ (last visited Dec. 15, 2024). 
15 UNESCO, UNESCO's Global Education Coalition, established March 2020, available at 

https://www.unesco.org/en/global-education-coalition (last visited Dec. 15, 2024). 
16 Helsinki University, Elements of AI has introduced one million people to the basics of artificial intelligence, available 

at https://www.helsinki.fi/en/news/artificial-intelligence/elements-ai-has-introduced-one-million-people-basics-

artificial-intelligence (last visited Dec. 15, 2024) 

https://www.unesco.org/en/articles/first-ever-consensus-artificial-intelligence-and-education-published-unesco
https://www.unesco.org/en/articles/first-ever-consensus-artificial-intelligence-and-education-published-unesco
https://redresscompliance.com/microsoft-ai-tools-uncovered-strategies-for-success/
https://www.unesco.org/en/global-education-coalition
https://www.helsinki.fi/en/news/artificial-intelligence/elements-ai-has-introduced-one-million-people-basics-artificial-intelligence
https://www.helsinki.fi/en/news/artificial-intelligence/elements-ai-has-introduced-one-million-people-basics-artificial-intelligence
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The Emergence of Generative AI in Education 

Generative Artificial Intelligence (GenAI) has revolutionized educational paradigms globally, reshaping traditional 

teaching and learning processes. With its ability to produce text, images, and other forms of content, GenAI tools, such 

as ChatGPT, have emerged as powerful aids for knowledge dissemination and skill-building. However, this rapid 

technological progress has also raised pressing questions about its ethical use, equitable access, and regulatory oversight. 

While the international community, spearheaded by organizations like UNESCO, recognizes the transformative potential 

of GenAI, it also highlights the need for a cautious, human-centered approach. These tools can democratize access to 

quality education but, if unchecked, risk exacerbating inequalities and compromising core educational values. 

 

Global Perspectives: UNESCO's Human-Centered Approach 

UNESCO’s guidance on GenAI underscores the importance of aligning its integration with the principles of equity, 

inclusion, and human agency. This is crucial as GenAI tools become increasingly prevalent in classrooms and higher 

education institutions. The organization stresses the need to protect user data privacy, prevent algorithmic biases, and 

ensure diverse linguistic and cultural representation in AI models. Educational institutions are encouraged to validate 

GenAI systems for ethical and pedagogical suitability. Furthermore, UNESCO calls for fostering AI literacy among 

educators and students, enabling them to critically evaluate and responsibly use these technologies. In a world rapidly 

adapting to AI-driven methodologies, this balanced and comprehensive approach offers a roadmap for leveraging GenAI’s 

potential without undermining fundamental educational ethics. 

 

Generative AI in Legal Education 

Legal education has historically relied on traditional methods like the Socratic approach, emphasizing case law analysis 

and classroom discussions. However, the introduction of GenAI has disrupted this paradigm. Globally, leading institutions 

such as Yale, Harvard, and Georgetown have integrated AI-driven tools into their curricula, enabling students to 

experience real-world legal tasks like drafting legal documents, analyzing case laws, and engaging in courtroom 

simulations.17 These tools not only enhance research efficiency but also foster experiential learning by replicating 

complex scenarios. Despite its transformative benefits, the over-reliance on GenAI tools can erode critical legal reasoning 

and ethical decision-making skills. Educators must therefore ensure that students learn to critically assess AI-generated 

outputs, recognizing their limitations and potential biases. 

 

India’s Evolving Approach to GenAI in Education 

In India, the integration of GenAI into education and legal frameworks is still in its nascent stages. Legal education, in 

particular, stands to gain significantly from AI, as evidenced by the Supreme Court of India’s adoption of AI-powered 

tools to streamline judicial processes. These applications include translation services, legal research automation, and case 

law analysis. However, the Indian legal and educational systems face unique challenges, including bridging the digital 

divide, ensuring data privacy, and respecting the nation’s cultural and linguistic diversity. Policymakers must address 

these barriers by designing inclusive frameworks that allow equitable access to GenAI tools while maintaining the 

constitutional mandate of fairness and equality. Collaborative efforts between educators, legal scholars, and AI developers 

are essential to achieving this balance. 

 

Ethical and Legal Challenges 

The rapid proliferation of GenAI has outpaced regulatory frameworks worldwide, raising critical legal and ethical 

concerns. Internationally, issues such as intellectual property violations, lack of transparency in AI-generated outputs, 

and the risk of perpetuating biases loom large. For example, “hallucinations” in AI models—where systems generate 

inaccurate or misleading information—pose significant risks, especially in sensitive fields like law and healthcare. 

Moreover, the potential misuse of AI for plagiarism and academic dishonesty in educational contexts necessitates stricter 

oversight. Both global and Indian regulatory bodies must address these challenges by harmonizing legal standards, 

ensuring algorithmic transparency, and developing robust mechanisms to audit AI outputs. 

The Role of Regulation and Policy 

A key takeaway from UNESCO’s guidance is the importance of a human-centered regulatory approach. Governments 

must collaborate with stakeholders to establish comprehensive policies that govern the ethical deployment of GenAI in 

education. For India, this means crafting regulations that align with international best practices while addressing domestic 

realities like digital inequity and cultural diversity. Additionally, institutions must implement curriculum changes that 

incorporate AI literacy, ensuring that students are equipped to navigate the intersection of technology and law. This 

includes teaching skills like prompt engineering, ethical analysis, and the critical evaluation of AI-generated content. 

 

The Future of Education in a Tech-Driven Era 

Generative AI offers unparalleled opportunities to enhance education but requires responsible integration to avoid 

compromising academic integrity and human values. In the context of legal education, AI cannot replace human judgment, 

 
17 Aswathy Prakash G. & Vishnu Nair, “Integrating Generative AI into Legal Education: From Casebooks to Code, 

Opportunities and Challenges,” Law, Technology and Humans, 6:3 (2024). 
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creativity, and ethical reasoning, which remain critical for the profession. Instead, it should complement traditional 

learning methods by automating routine tasks and facilitating deeper engagement with complex legal concepts. For India, 

this presents an opportunity to modernize its education system while preserving its unique cultural and constitutional 

ethos. By fostering interdisciplinary collaboration and embracing technological innovations responsibly, Indian 

educational institutions can prepare students for a tech-driven future without sacrificing the core tenets of equity and 

inclusivity. 

 

AI vs. Copyright: The Landmark Legal Clash Between OpenAI and The New York Times 

The legal battle between OpenAI and The New York Times represents a pivotal moment in the intersection of artificial 

intelligence (AI) and copyright law, setting the stage for how generative AI technologies might coexist with intellectual 

property protections in the future.18 Initiated in December 2023, The New York Times filed a lawsuit against OpenAI and 

Microsoft, alleging that their generative AI systems, including ChatGPT, infringed upon the newspaper’s copyright by 

utilizing its content without authorization during training.19 This case not only raises concerns about the legal use of 

copyrighted material but also explores the broader implications for journalism, AI development, and intellectual property 

laws. 

 

At the heart of the conflict lies the operation of large language models (LLMs) like ChatGPT, which are trained on 

extensive datasets comprising online content, including books, articles, and social media posts. The New York Times 

contends that OpenAI’s practice of using its copyrighted articles to refine ChatGPT’s abilities amounts to a competitive 

and unauthorized exploitation of its journalism20. According to the newspaper, this undermines its ability to monetize its 

content and poses a direct threat to journalistic enterprises by presenting AI-generated alternatives to human-created 

reporting. 

 

The legal dispute hinges on the interpretation of copyright law, particularly the fair use doctrine, a provision in U.S. 

copyright law that permits the limited use of copyrighted material without permission under specific conditions. The New 

York Times argues that OpenAI’s use of its content fails to meet the transformative threshold required under fair use and 

instead exploits the material for commercial purposes. OpenAI, on the other hand, defends its actions by emphasizing the 

transformative nature of AI training, asserting that its systems generate new, unique outputs from the ingested content 

and serve a broader societal benefit by enhancing technological innovation and accessibility. 

 

This case has significant implications beyond the immediate parties involved. If the court sides with The New York 

Times, it could establish stricter requirements for AI developers, such as obtaining explicit licenses for using copyrighted 

material in training datasets. This would likely increase costs and complexity for AI training processes but could also 

ensure fair compensation for content creators. Conversely, a ruling favoring OpenAI could reinforce the fair use principle 

in the context of AI, enabling continued innovation but potentially weakening protections for original content creators. 

 

The broader impact of this case extends to international legal systems, including India, where copyright laws are still 

evolving to address AI-related challenges. While Indian copyright law under the Copyright Act of 1957 includes "fair 

dealing" provisions for research and education, its application to AI remains ambiguous. The outcome of this lawsuit 

could influence how Indian policymakers frame regulations balancing innovation and intellectual property rights.21 

Ultimately, this case underscores the urgent need for clear legal frameworks that address the ethical, legal, and economic 

dimensions of generative AI. It also highlights the necessity of fostering collaborations between AI developers and content 

creators to ensure a harmonious coexistence of technological advancement and intellectual property protection. By doing 

so, the global community can embrace AI’s transformative potential while safeguarding the rights and integrity of creative 

industries like journalism. 

 

India's Regulatory Landscape for AI in Education 

India’s regulatory landscape for integrating Artificial Intelligence (AI) into its education system is evolving, shaped by 

ambitious policy frameworks and strategic initiatives. With the National Education Policy (NEP) 2020 acting as a guiding 

document, the country envisions a transformation of its education ecosystem to cater to the demands of the 21st century. 

AI is at the heart of this transformation, offering immense potential to personalize learning, enhance administrative 

efficiency, and foster innovative teaching methods. However, while strides have been made, several regulatory and 

implementation challenges remain that require attention. 

 

 
18 Anurag Mohan Katarki, “OpenAI vs. The New York Times: A Pioneering Legal Battle Over AI and Copyright,” 

LiveLaw, March 20, 2024, available at https://www.livelaw.in/ (last visited Dec. 15, 2024). 
19 ibid 
20 ibid 
21 ibid 

https://www.livelaw.in/
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India’s Approach to AI in Education Systems 

India’s approach to incorporating AI into education is underpinned by the objectives laid out in NEP 2020. The policy 

emphasizes the use of technology to achieve inclusive, equitable, and quality education. AI is recognized as a powerful 

tool to bridge learning gaps, especially in a country as diverse and populous as India. Through AI-driven adaptive learning 

systems, students can receive personalized feedback and tailored content that meets their unique learning needs. 

 

One example of India’s adoption of AI in education is the DIKSHA platform (Digital Infrastructure for Knowledge 

Sharing), which integrates AI to provide interactive content and data analytics for improved teaching outcomes. The 

government also launched the AI for All initiative to familiarize students and teachers with AI basics, fostering a culture 

of AI literacy from the grassroots level. Such programs demonstrate a forward-looking vision of embedding AI into the 

foundational stages of education.22 

 

Existing Policies Supporting AI in Education 

India has formulated several policies and frameworks that support the integration of AI into education. The NEP 2020 

highlights the critical role of technology in reimagining education. It advocates for the establishment of an Autonomous 

Body for Educational Technology, tasked with spearheading research, evaluation, and implementation of innovative 

technologies like AI in education. 

 

The National Curriculum Framework (NCF) 2023 furthers these ideas by promoting digital literacy and coding skills as 

essential competencies for students. The framework underscores the importance of preparing students to navigate the AI-

driven future through interdisciplinary learning that combines AI, ethics, and sustainability.23 

 

The Ministry of Electronics and Information Technology (MeitY) plays a significant role in laying the groundwork for 

AI integration across sectors, including education. Programs like the National Program on Artificial Intelligence aim to 

develop AI solutions tailored for Indian contexts, addressing issues like linguistic diversity and resource constraints.24 

 

Analysis of Policies and Implementation Challenges 

While these policies reflect a strong commitment to integrating AI into education, their implementation presents 

significant challenges. One pressing issue is the digital divide. Access to AI-driven tools is uneven, with urban schools 

often better equipped than rural counterparts. This gap threatens to widen educational inequities rather than bridge them. 

For instance, while schools in metropolitan areas might adopt AI-based personalized learning systems, schools in rural 

areas struggle with basic digital infrastructure like internet connectivity. 

 

Another challenge lies in the ethical implications of AI. NEP 2020 advocates for the ethical use of technology, but there 

is a lack of a robust regulatory framework to address data privacy and algorithmic biases. AI systems in education require 

large datasets, often containing sensitive information about students. Moreover, the integration of AI calls for capacity 

building among teachers and administrators. AI tools are only as effective as the individuals using them. While initiatives 

like the AI for All program aim to enhance AI literacy, there is a need for large-scale professional development programs 

that equip educators with the skills to effectively use AI technologies.25 

 

Case Studies and Examples 

The use of AI in education is already bearing fruit in some pilot projects across India. For instance, the Samagra Shiksha 

Abhiyan program uses AI to analyze student performance data and identify areas needing intervention. Similarly, AI-

enabled EdTech solutions like BYJU'S and Vedantu are leveraging adaptive algorithms to create personalized learning 

paths for millions of students. These examples highlight the potential of AI but also underscore the importance of 

regulation to ensure equitable access and ethical usage. 

 

Another example is the NITI Aayog's National Strategy for AI (2018), which identifies education as a priority area for 

AI application. The strategy calls for collaborations with private sector players to develop AI tools that address India's 

specific challenges, such as multilingual content delivery and inclusive education for children with disabilities. 

 
22 R. P. Gupta, “How to harness AI in schools: Opportunities and challenges ahead,” India AI, July 15, 2024, available 

at https://indiaai.gov.in/ (last visited Dec. 15, 2024). 
23 D. Chopra, “How AI is a game changer in the education sector,” India Today, Dec. 18, 2023, available at 

https://www.indiatoday.in/education-today/featurephilia/story/ai-game-changer-education-sector-2477394-2023-12-18 

(last visited Dec. 15, 2024). 
24 S. Dharmadhikari, “Artificial intelligence (AI) in Indian classrooms: A need of the hour,” ePravesh, n.d., available at 

https://www.epravesh.com/ (last visited Dec. 15, 2024). 
25 C. K. Y. Chan, “A comprehensive AI policy education framework for university teaching and learning,” International 

Journal of Educational Technology in Higher Education, 20(38) (2023), available at https://doi.org/10.1186/s41239-023-

00396-7 (last visited Dec. 15, 2024). 

https://indiaai.gov.in/
https://www.indiatoday.in/education-today/featurephilia/story/ai-game-changer-education-sector-2477394-2023-12-18
https://www.epravesh.com/
https://doi.org/10.1186/s41239-023-00396-7
https://doi.org/10.1186/s41239-023-00396-7
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The way Forward 

To fully realize the benefits of AI in education, India must address the gaps in its regulatory framework. A comprehensive 

AI policy specifically tailored to the education sector is needed, covering aspects like ethical guidelines, data protection, 

and equitable access. Moreover, collaborative efforts between policymakers, educators, and technology developers are 

essential to align AI tools with India’s educational goals. India’s regulatory landscape for AI in education reflects a strong 

policy vision driven by NEP 2020 and supported by initiatives like DIKSHA and AI for All. While these efforts set a 

robust foundation, challenges like digital inequities, ethical concerns, and capacity gaps must be addressed to ensure that 

AI transforms education for all, not just a privileged few. By bridging these gaps, India can lead the way in leveraging AI 

for inclusive and equitable education, setting a global example of innovation in education governance. 

 

Policy Gaps and Challenges in AI Governance in Education 

The integration of Artificial Intelligence (AI) into education systems worldwide has been transformative, offering 

unprecedented opportunities for personalized learning, improved efficiency, and inclusivity. However, these 

advancements also highlight significant gaps and challenges in governance, policy frameworks, and implementation, both 

in India and internationally. Addressing these issues is critical to ensuring that AI fulfills its potential as a force for 

equitable and ethical education. 

 

One of the primary challenges is the digital divide, a global issue with particularly acute manifestations in India. Rural 

schools in India frequently lack basic digital infrastructure, including reliable internet connectivity and access to devices, 

making it difficult for them to benefit from AI-driven educational tools. Urban schools and private institutions, on the 

other hand, are better positioned to integrate advanced EdTech solutions.26 Despite initiatives such as DIKSHA and the 

NEP 2020, which emphasize technology integration, these efforts have not sufficiently bridged the gap between rural and 

urban schools. Similarly, on an international scale, low-income countries struggle to access and implement AI 

technologies that are readily available in wealthier nations. These disparities not only hinder equitable access to AI tools 

but also exacerbate existing educational inequalities. 

 

The absence of robust ethical and regulatory frameworks poses another significant challenge. In India, while NEP 2020 

underscores the ethical use of technology in education, the lack of specific guidelines for AI and the absence of a 

comprehensive data protection law, such as the proposed Personal Data Protection Bill, create a regulatory vacuum. This 

has raised concerns about the potential misuse of sensitive student data collected by AI systems, particularly by private 

entities. Internationally, although organizations like UNESCO and regions like the European Union have proposed ethical 

guidelines such as the Artificial Intelligence Act, the implementation of these frameworks varies widely.27 Many countries 

lack the resources or technical expertise to enforce such policies effectively, leaving room for ethical lapses and 

algorithmic abuses. 

 

Algorithmic bias is another pressing concern that affects AI’s role in education both in India and abroad. In the Indian 

context, AI tools often reflect societal inequities, such as caste, gender, and linguistic biases. For instance, most AI-driven 

EdTech solutions cater primarily to English-medium schools, sidelining students in regional language institutions. Such 

biases can limit the inclusivity and reach of AI technologies.28 Globally, similar issues arise, such as in the United States, 

where AI-driven standardized tests have been criticized for perpetuating racial and cultural disparities.29 These biases 

highlight the need for rigorous oversight and the use of diverse datasets to ensure AI systems are fair and equitable. 

 

Teacher training and capacity building represent another significant gap in the effective implementation of AI in 

education. In India, the sheer scale of the education system, with over nine million teachers, poses a formidable challenge 

to equipping educators with the necessary skills to use AI effectively. While programs like AI for All aim to improve AI 

literacy among teachers, their reach is still limited. Internationally, even in advanced education systems, teacher training 

for AI integration is often inconsistent, leaving many educators ill-prepared to harness the full potential of these 

technologies. 

 

The lack of transparency and accountability in AI systems further complicates their governance. In India, the absence of 

standardized auditing mechanisms means that developers and private companies often retain control over AI algorithms 

 
26 G. Kasinathan & K. S. Yogesh, “Exploring AI in Indian school education,” IT for Change, March 20, 2019, available 

at https://itforchange.net/ (last visited Dec. 15, 2024). 
27 L. Labadze, M. Grigolia, & L. Machaidze, “Role of AI chatbots in education: Systematic literature review,” 

International Journal of Educational Technology in Higher Education, 20 (2023), 1-17, available at 

https://doi.org/10.1186/s41239-023-00387-8 (last visited Dec. 15, 2024). 
28 C. Baytas & D. Ruediger, “Generative AI in higher education: The product landscape,” ITHAKA S+R, (2024), available 

at https://www.jstor.org/stable/resrep61192 (last visited Dec. 15, 2024). 
29 ibid 
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and the data they collect, raising concerns about privacy and misuse,30 Globally, the opaque nature of many AI systems 

makes it difficult for governments and educational institutions to identify and address issues like biases or ethical 

violations. While initiatives like the EU’s Artificial Intelligence Act attempt to address these concerns, their impact 

remains limited without consistent enforcement. 

 

Global collaboration on AI in education faces significant obstacles due to disparities in resources and expertise. In India, 

while public-private partnerships in AI-driven education are growing, such collaborations remain limited in scale. 

Programs like Mindspark have shown promise but require substantial investment and policy support to scale nationally. 

On the international stage, frameworks like UNESCO’s Beijing Consensus encourage cooperation, but these efforts often 

fail to translate into actionable strategies for low- and middle-income countries. Without equitable access to AI 

technologies, international collaborations risk reinforcing existing inequalities rather than addressing them. 

 

Conclusion 

The integration of artificial intelligence (AI) into education is redefining how we teach, learn, and interact with 

knowledge. From enabling personalized learning paths to automating routine tasks, AI has the potential to address long-

standing challenges in education while unlocking new opportunities for innovation. However, the transformative power 

of AI also brings with it complex challenges that require thoughtful governance. Issues such as data privacy, algorithmic 

bias, and equitable access must be addressed to ensure that AI serves as a tool for empowerment rather than exclusion. 

 

The emergence of generative AI, in particular, has created new possibilities for creating dynamic educational content and 

enhancing student engagement. Yet, as seen in the legal conflict between OpenAI and The New York Times, it has also 

sparked debates around intellectual property rights, ethical use, and regulatory oversight. These challenges emphasize the 

need for clear policies that balance innovation with accountability, protecting the rights of creators while fostering 

technological progress. 

 

Globally, different regions have adopted varied approaches to integrating AI into education. UNESCO’s emphasis on 

human-centered and inclusive frameworks highlights the importance of ethical considerations and equity in AI 

implementation. While countries like Finland have pioneered AI literacy in education, others, like India, are taking steps 

to bridge the digital divide and align AI use with the needs of their diverse populations. However, gaps in policy 

implementation and access to resources remain significant barriers that must be addressed to realize AI’s full potential in 

education. 

 

For AI to truly transform education, collaboration between policymakers, educators, developers, and stakeholders is 

essential. Building robust legal frameworks, promoting inclusivity, and fostering global partnerships will be critical in 

creating a future where AI enhances human learning without compromising ethical or social values. At the same time, a 

focus on developing AI literacy and critical thinking skills among learners and educators will ensure that these 

technologies are used responsibly and effectively. The role of AI in education is not just about advancing technology but 

about reshaping the very fabric of learning in a way that is inclusive, ethical, and sustainable. By addressing policy gaps, 

fostering collaboration, and prioritizing the needs of learners, we can harness AI’s potential to create an educational 

landscape that empowers individuals and communities in a rapidly evolving world. 

 

 

 
30 P. Jaiswal, “The role of AI generative (ChatGPT) in the education sector: Boon or bane,” Indian Journal of Integrated 

Research in Law, 3(3) (2023), 1-10. 


