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Abstract:  

The concept of Artificial Intelligence (AI) being integrated into journalism has brought changes 

in the media industry, improving the pace of news production, content personalization, and 

audience engagement. The presence of AI in journalism presents a set of ethical dilemmas, 

especially concerning transparency and accountability. This paper investigates how Indian 

media houses, with an increasing adoption of AI technology, are tackling these concerns. The 

study is premised on primary data gathered through structured questionnaires via Google Forms 

among journalists working with leading national news channels on AI-based journalism. 

Therefore, its goal is to identify the kind of ethical governing rules followed by these 

organizations and also to look into how accountability is ensured in processes driven by AI. On 

those lines, it brought forth a scenario where a few organizations have developed some 

rudimentary ethical practices while others have no formal policies or oversight. The study also 

calls for developing structured ethical frameworks, awareness generation, and regulatory 

mechanisms. This paper adds to the discourse on responsible AI in journalism by highlighting 

the gaps, sharing prevailing practices, and putting forth practicable measures to strengthen the 

ethical integration of AI in Indian media. 
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1. Introduction 

The rapid advancement of Artificial Intelligence (AI) technologies is radically changing the 

media world. From automated reporting to personalized content delivery, AI-driven tools are 

increasingly used in newsroom processes for improved efficiency, speed, and audience 

engagement (Diakopoulos, 2019). In India's media landscape, such technology revolution is 

gaining speed, with leading news organizations piloting the application of AI for news curation, 

recommendation systems, and even robot reading of the news. As AI journalism also promises 

new formats of storytelling and improved audience engagement, it raises substantial ethical 

concerns regarding editorial control, transparency of algorithmic decision-making, and 

accountability of AI-generated content (Marconi & Siegman, 2020). 
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The use of AI in Indian newsrooms is a mirror of opportunity and apprehension. On the one 

hand, it offers a solution to dealing with the growing volume of data and the urgency of 

conveying news in real time. However, it raises questions of bias, disinformation, and 

undermining journalistic values such as editorial independence and truthfulness (Lindén, 2017). 

In a democratic country like India, where the media can shape people's views, the ethical 

deployment of AI is not a technical problem but a social imperative. Values of transparency 

and accountability become essential parameters for evaluating the use of AI in journalistic 

practices. 

 

Transparency of AI systems involves making available how algorithms influence editorial 

decisions, such as content selection, priority, or personalization (Wagner, 2019). Accountability 

concerns who should take responsibility if AI systems produce biased, fake, or harmful content. 

Accountability for traditional journalism is with the editor or journalist, but with AI-mediated 

journalism, responsibility is distributed, creating nuanced ethical issues (Schapals & Porlezza, 

2020). These issues need robust ethical frameworks and institutional mechanisms to monitor 

and audit the use of AI in media ecosystems. 

 

While global media giants such as the BBC and The Washington Post have already begun 

embracing ethical norms for AI, the Indian media industry is still in its nascent stages of 

response. There is an emerging but scattered awareness of the need for ethical norms that would 

govern the application of AI. A critique of the mechanisms that Indian media houses have 

adopted for transparency and accountability thus becomes the need of the hour. This study, in 

particular, examines how ethical norms are adopted for AI-based journalism in India, 

emphasising journalists directly involved in this technological change regarding practices, 

perceptions, and preparedness. 

 

This study analyses working journalists' responses from national news channels to present 

empirical evidence on prevalent ethical practices, such as transparency and accountability. It 

responds to debates on responsible AI in journalism and emphasizes the necessity of injecting 

ethical thinking into the heart of technology adoption in the Indian media environment. 

 

2. Review of Literature 

The production of journalistic content using Artificial Intelligence (AI) techniques has 

prompted a body of academic literature on the technical possibility, newsroom integration and 

ethical implications. As Dörr (2016) and Carlson (2015) pointed out, AI can be characterised 

as a disruptive innovation when it comes to the automation of routine journalistic activities, 

such as the creation of financial and weather reports and sports coverage. These changes have 

allowed newsrooms to reassign people's power toward more investigative and analytical 

reporting. However, such change also brings the worry that without ethical guidelines, robots 

would dilute human editorial judgment and threaten the independence and balance of the news. 

 

One of the most common discussion topics in the literature is algorithmic transparency. 

Diakopoulos (2019) argues that AI systems utilized in journalism must be interpretable and 

accountable, mainly when algorithms decide what to publish. The "black box" aspect of AI—

decisions cannot be explained merely—presents a challenge to transparency and trust. Shorey 

(2018) says that without human oversight, AI-driven journalism can perpetuate current biases 

or introduce new ones if the training datasets are flawed or culturally unrepresentative. 
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Accountability mechanisms are also a central concern. According to Napoli (2014), the issue 

of responsibility when an algorithmic error occurs in newsrooms is still far from being 

addressed. Efforts to implement "human-in-the-loop" systems, in which editorial staff review 

AI-produced content, are a step towards shared responsibility (Graefe, 2016). However, these 

efforts remain isolated among media organizations and are highly contingent on organizational 

culture, technical proficiency, and policy needs. 

 

In the case of India, there is still scant but increasing literature. Studies by the Internet and 

Mobile Association of India (IAMAI, 2021) and the Observer Research Foundation (ORF, 

2022) have documented the increased use of AI in Indian newsrooms. These studies indicate 

that although media houses are interested in AI's efficiency, most function without explicit 

ethical standards. There is little training offered to journalists on comprehending or 

interrogating AI-generated content, thus space for unthinking adoption of machine-generated 

content. There are also no legal or regulatory frameworks in place, which raises the risk of 

inscrutable use of AI in news transmission. 

 

It is clear that an intense empirical study is needed on India's unique media environment. While 

universal literature can provide a sound theoretical background, the unique ethical issues of AI 

use in Indian journalism, such as editorial independence, political bias, and linguistic diversity, 

have yet to be researched appropriately. This study bridges this research gap by using primary 

data to analyse Indian media sources based on transparency and accountability measures of AI 

tools. 

 

3. Research Objectives 

1. To identify the ethical guidelines adopted by Indian media organizations for the 

transparent use of AI technologies in news production. 

2. To examine the mechanisms and strategies implemented by media organizations in 

India to ensure accountability in AI-driven journalistic practices. 

 

4. Research Methodology 

4.1 Research Design 

The study employs a descriptive and exploratory research approach to analyze the ethical 

processes of Indian news media regarding artificial intelligence (AI) technologies. The research 

design aims to achieve two general objectives: to describe the processes employed by news 

outlets to provide transparency and accountability and to evaluate the perceived effectiveness 

and constraint of the processes from the perspective of professional journalists. Because of the 

context-dependent and time-sensitive nature of the research problem, a quantitative approach 

through structured questionnaires was felt appropriate to quantify measurable trends and 

patterns in the ethical use of AI in media practice. 

 

4.2 Data Collection Method 

The study used a systematic online questionnaire using Google Forms to gather primary data. 

It included closed-ended questions (Likert scales and multiple-choice) to gather quantifiable 

data and a few open-ended questions to fetch additional information from the respondents. The 

questionnaire was designed to include the following major categories: awareness and use of 

ethical norms on AI usage, steps taken for algorithmic transparency, measures of editorial 

responsibility in AI journalism, and the respondents' suggestions to improve ethical AI usage 

in Indian media outlets. 
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Before distribution, the questionnaire was evaluated by academic experts in media ethics and 

AI applications to ensure its content was clear, relevant, and reliable for the research objectives. 

 

4.3 Sampling Method 

The sampling technique used in this study is purposive sampling, targeting journalists, editors, 

and content managers currently working in leading national news channels in India that have 

adopted or are experimenting with AI-based journalism practices. Participants were selected 

based on the following inclusion criteria: 

• Must be currently employed in a national media organization in India 

• Must be directly involved in content production or editorial decision-making 

• Must have experience or knowledge regarding the integration of AI in newsroom operations 

A total of 384 responses were targeted to provide a reasonable cross-section of insights while 

maintaining data manageability. 

 

4.4 Data Analysis 

The data collected through the questionnaires were analyzed using descriptive statistical 

analysis in percentage and frequency format to establish prevailing trends and patterns among 

the respondents. This analysis established the degree to which AI adoption was taking place, 

the degree of media journalist awareness, and the measures being taken by media organizations 

to offer transparency and accountability in using AI technology. 

 

4.5 Ethical Considerations 

All participants were informed about the purpose of the research, and their participation was 

entirely voluntary and anonymous. An informed consent statement was included at the 

beginning of the questionnaire. No personal identifiers were collected, and responses were used 

solely for academic purposes. The study complies with the ethical guidelines set by the 

institution's research committee. 

 

4.6 Limitations of the Study 

While the study provides valuable insights, it is not without limitations. The reliance on self-

reported data may result in response bias. Additionally, since the sample includes only 

journalists from national-level organizations, findings may not reflect the practices in regional 

or vernacular media houses, which could have different technological capabilities and ethical 

standards 

 

5. Descriptive Analysis 

 

Table 5.1 Uses of  Artificial Intelligence in Journalistic work by Media 

Organisation? 

 Frequency Percent Valid Percent Cumulative 

Percent 

Valid 

No 93 24.2 24.2 24.2 

Yes 291 75.8 75.8 100.0 

Total 384 100.0 100.0  
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Figure 5.1 Frequency-Per cent Bar Chart: Uses of Artificial Intelligence in Journalistic 

work by Media Organisation 

 

Figure 5.1 Illustrates the extent to which AI technologies have been adopted at the 

organizational level in journalism. The graph shows that a significant majority, approximately 

76%, of respondents confirmed that their organizations are utilizing AI in some form of 

journalistic work. In contrast, about 24% reported that their organizations are not employing AI 

for journalistic purposes. This data highlights a strong trend toward institutional adoption of AI, 

suggesting that media organizations are increasingly integrating artificial intelligence to 

enhance news production, streamline operations, and maintain competitive advantage in a 

rapidly evolving digital landscape. 

 

Table 5.2 Familiarity with the Use of Artificial Intelligence in Media Organizations 

 Frequency Percent Valid Percent Cumulative 

Percent 

Valid 

Very unfamiliar 16 4.2 4.2 4.2 

Somewhat unfamiliar 26 6.8 6.8 10.9 

Neutral 95 24.7 24.7 35.7 

Somewhat familiar 137 35.7 35.7 71.4 

Very familiar 110 28.6 28.6 100.0 

Total 384 100.0 100.0  
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Figure 5.2 Frequency-Per cent Bar Chart: Familiarity with the Use of Artificial 

Intelligence in Media Organizations 

 

Figure 5.2 presents the level of familiarity among individuals regarding AI usage within their 

organizations. The highest proportion of respondents, around 37%, identified themselves as 

somewhat familiar with AI usage, indicating a moderate but growing understanding. This is 

followed by about 29% who are very familiar, suggesting a significant number of users have 

strong expertise. Around 25% remained neutral, reflecting uncertainty or limited engagement 

with AI tools. Meanwhile, a smaller segment, comprising approximately 6% and 4%, reported 

being somewhat unfamiliar and very unfamiliar respectively. Overall, the graph indicates that 

while a majority are at least somewhat knowledgeable about AI in their media organizations, 

there is still a need for further training and awareness to fully harness AI's potential. 

 

 

 

 

Table 5.3 Types of Artificial Intelligence Applications Used by Media Organizations 

 Responses Percent of 

Cases 
N Percent 

 

Automated news writing 170 12.7% 44.3% 

Virtual Anchor (AI Anchor) 77 5.8% 20.1% 

Image Generation 211 15.8% 54.9% 

Video Generation 109 8.1% 28.4% 
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Graphic Designing 176 13.2% 45.8% 

Content Recommendation System 152 11.4% 39.6% 

Audience Analytic and Engagement 68 5.1% 17.7% 

Image and Video Recognition 99 7.4% 25.8% 

Natural Language Processing 148 11.1% 38.5% 

Chatbots for Costumer Service 95 7.1% 24.7% 

Others 33 2.5% 8.6% 

Total 1338 100.0% 348.4% 

a. Dichotomy group tabulated at value 1. 

 

 
Figure 5.3 Frequency-Per cent Bar Chart: Types of Artificial Intelligence Applications 

Used by Media Organizations 

 

Figure 5.3 Illustrates the various types of Artificial Intelligence (AI) applications utilized by 

media organizations. It is evident that Video Generation is the most widely used AI application, 

with over 50% of the respondents indicating its usage. This is closely followed by Graphic 

Designing and Automated News Writing, both showing strong adoption rates above 40%. Other 

significant applications include Content Recommendation Systems, Chatbots for Customer 

Service, and Audience Analytics and Engagement Tools, each being used by around 35–40% 

of organizations. In contrast, applications like Image Generation, Image and Video 

Recognition, and Natural Language Processing are relatively less utilized, with usage rates 
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hovering between 15–30%. Virtual Anchors (AI Anchors) and Others account for the least 

adoption among the surveyed AI tools. This distribution highlights that media organizations 

prioritize AI tools that directly enhance content creation, visual production, and audience 

interaction. 

 

Table 5.4 Media Organizations' Policies for Ensuring Transparency and 

Accountability in AI Usage 

 Frequency Percent Valid Percent Cumulative 

Percent 

Valid 

No 106 27.6 27.6 27.6 

Not Sure 140 36.5 36.5 64.1 

Yes 138 35.9 35.9 100.0 

Total 384 100.0 100.0  

 
Figure 5.4 Frequency-Per cent Bar Chart: Media Organizations' Policies for Ensuring 

Transparency and Accountability in AI Usage 

 

Figure 5.4 Presents insights into whether media organizations have established policies to 

ensure transparency and accountability in the use of Artificial Intelligence (AI). It reveals that 

around 36% of respondents are not sure if their organization has such policies in place, 

indicating a significant level of uncertainty or lack of awareness. Meanwhile, approximately 

35% of participants confirmed that their organizations do have policies related to AI usage, 

suggesting that a notable proportion of media organizations are taking steps toward responsible 

AI governance. However, about 28%of respondents stated that no such policies exist within 
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their organizations. This data highlights a mixed landscape, where despite growing AI adoption, 

clear and communicated policy frameworks are still not uniformly implemented across media 

organizations. 

 

Table 5.5 Effectiveness of Media Organizations' Policies on Transparency and 

Accountability in AI Usage 

 Frequency Percent Valid Percent Cumulative Percent 

Valid 

Very ineffective 8 2.1 2.1 2.1 

Ineffective 17 4.4 4.4 6.5 

Neutral 215 56.0 56.0 62.5 

Effective 82 21.4 21.4 83.9 

Very effective 62 16.1 16.1 100.0 

Total 384 100.0 100.0  

 
Figure 5.5 Frequency-Per cent Bar Chart: Effectiveness of Media Organizations' 

Policies on Transparency and Accountability in AI Usage 

 

Figure 5.5 The bar graph illustrates the respondents' perceptions regarding the effectiveness of 

policies aimed at ensuring transparency and accountability in the use of Artificial Intelligence 

(AI) within media organizations. A significant proportion, approximately 56%, remained 

neutral about the effectiveness of these policies, suggesting uncertainty or a lack of clear 

evidence about their impact. About 21% of respondents considered the policies effective, while 

around 16% viewed them as very effective, reflecting a moderate level of confidence in the 

policies among some participants. Conversely, only a small percentage of respondents found 

the policies to be ineffective (around 5%) or very ineffective (around 2%). Overall, the data 
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indicates that while there is some recognition of policy effectiveness, a large share of 

respondents are unsure about how well these measures are functioning. 

 

Table 5.6 Methods Adopted by Media Organizations to Maintain Transparency 

and Accountability in AI Usage 

 Responses Percent of Cases 

N Percent 

 

Regular audits of AI systems 126 22.6% 32.8% 

Publishing transparency reports 75 13.4% 19.5% 

Following ethical guidelines 270 48.4% 70.3% 

Implementing user feedback 

mechanisms 

53 9.5% 13.8% 

Other 34 6.1% 8.9% 

Total 558 100.0% 145.3% 

a. Dichotomy group tabulated at value 1. 

 

 
Figure 5.6 Frequency-Per cent Bar Chart: Methods Adopted by Media Organizations to 

Maintain Transparency and Accountability in AI Usage 

 

Figure 5.6 Presents the specific methods employed by media organizations to uphold 

transparency and accountability in the use of Artificial Intelligence (AI). The most commonly 

adopted method, cited by approximately 70% of respondents, is following ethical guidelines, 

indicating a strong emphasis on maintaining moral standards in AI usage. Regular audits of AI 

systems are also relatively prevalent, with around 32% of organizations implementing this 

practice to ensure system integrity and fairness. Publishing transparency reports is practiced by 

about 20% of the respondents, while implementing user feedback mechanisms is adopted by 

nearly 14%. A smaller fraction, close to 6%, mentioned using other methods. Overall, the data 

suggests that while adherence to ethical guidelines is widespread, practices such as audits, 

transparency reporting, and feedback mechanisms are less consistently applied across media 

organizations. 
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Table 5.7 Measures Adopted by Media Organizations to Ensure Trustworthiness 

of AI-Generated News Content 

 Responses Percent of 

Cases N Percent 

 

Regular fact-checking of AI-generated content 
259 43.3% 67.4% 

Transparent disclosure of AI involvement 167 27.9% 43.5% 

Engaging with audience feedback 78 13.0% 20.3% 

Training AI systems with high-quality data 71 11.9% 18.5% 

Other 23 3.8% 6.0% 

Total 598 100.0% 155.7% 

a. Dichotomy group tabulated at value 1. 

 
Figure 5.7 Frequency-Per cent Bar Chart: Measures Adopted by Media Organizations 

to Ensure Trustworthiness of AI-Generated News Content 

 

Figure 5.7 Illustrates the measures adopted by media organizations to ensure the 

trustworthiness of AI-generated news content. The most widely practiced measure, adopted by 

approximately 68% of organizations, is regular fact-checking of AI-generated content, 

reflecting a major commitment to verifying accuracy. Transparent disclosure of AI involvement 

follows, implemented by about 45% of respondents, highlighting an effort to maintain openness 

with audiences regarding the role of AI. Engaging with audience feedback and training AI 

systems with high-quality data are each practiced by around 19%, indicating a moderate focus 

on continuous improvement and data quality. A minimal proportion, close to 5%, reported 

adopting other measures. Overall, the findings suggest that while fact-checking and 
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transparency are prioritized, there is less consistent attention to audience engagement and the 

enhancement of AI training data. 

 

Table 5.8 Need for New Modified Policy to Ensure Transparency and 

Accountability in the Use of AI 

 Frequency Percent Valid Percent Cumulative Percent 

Valid 

No 27 7.0 7.0 7.0 

Not Sure 55 14.3 14.3 21.4 

Yes 302 78.6 78.6 100.0 

Total 384 100.0 100.0  

 

 
Figure 5.8 Frequency-Per cent Bar Chart: Need for New Modified Policy to Ensure 

Transparency and Accountability in the Use of AI 

 

Figure 5.8 The bar graph displays responses regarding the perceived need for a new or modified 

policy to ensure transparency and accountability in the use of AI. A significant majority, 

approximately 80% of respondents, indicated "Yes," demonstrating a strong consensus on the 

necessity for updated regulations. Around 15% of participants were "Not Sure," suggesting 

some uncertainty or lack of information regarding current policy effectiveness. A very small 

proportion, close to 7%, responded "No," implying that only a minority believe existing policies 

are sufficient. These findings clearly highlight a broad agreement among respondents on the 

urgency of revising or creating policies tailored to the ethical and transparent use of AI. 

 

 

 

6. Findings and Discussion 
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6.1 Key Findings 

The study reveals that most media houses have incorporated Artificial Intelligence (AI) into 

news production. A significant majority of the respondents consented to applying AI tools at 

various stages of the news production process, indicating a growing institutional shift towards 

technology-based journalism. 

 

When assessing individual familiarity with AI use, we understood that the majority of the 

participants were moderately familiar with the use of AI in their organizations. Though the 

majority of the respondents indicated either moderate or very familiarity, a smaller percentage 

indicated low familiarity, which indicated the requirement for capacity building and skill 

development in AI skills. 

 

The most frequently used tools for AI applications included automated news production, image 

creation, graphic design, and content recommendation systems. These tools are used mainly to 

automate production, create visual effectiveness, and personalize audience experience. In 

contrast, AI applications like virtual anchors, audience analytics, and customer service bots 

were less frequently cited, illustrating selective use in line with organizational priorities and 

capacity. 

 

The survey also shows a lack of organizational policies regarding transparency and 

accountability in AI applications. Although a large number of respondents acknowledged the 

availability of such policies in media organizations, the same number doubted or acknowledged 

the lack of clearly defined policies. This shows inconsistencies in the governance frameworks 

of media organizations. 

 

The majority of the respondents were indifferent to the perceived effectiveness of current 

policies, which may indicate unawareness or policy ambiguity in implementation and impact. 

Nevertheless, a significant percentage of the participants viewed the policies as effective or 

very effective, which suggests that some organizations have achieved significant strides in 

responsible AI governance. 

 

Among the methods adopted to ensure transparency and accountability, following ethical 

guidelines emerged as the most prevalent practice. Other methods, such as conducting regular 

audits, publishing transparency reports, and implementing user feedback mechanisms, were 

practiced less consistently, underscoring the varied maturity levels of AI governance across 

organizations. 

 

Regarding what was being done to guarantee the credibility of AI-produced news content, 

regular fact-checking was the most used approach. Open disclosure about the use of AI was 

also prevalent. However, practices such as pre-training AI systems with high-quality data and 

soliciting feedback from the audience were not highly prevalent. This indicates more focus on 

post-production authentication than on preventive quality control. 

 

Lastly, there is an overall agreement that new or updated policy guidelines must be developed 

to manage the use of AI in journalism more effectively. Respondents highlighted the imperative 

of updating or adopting policies that advance ethical practices, foster transparency, and 

establish audience trust in AI-based journalism. 

6.2 Discussion 
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These results together highlight a transformative period in Indian media businesses, where AI 

is being adopted widely across editorial and creative operations. Nevertheless, this integration 

of technology is not without its challenges. Whereas numerous organizations are experimenting 

and adopting AI software, the governance practices and ethical principles underlying these 

implementations are underdeveloped or lack effective communication. 

 

The glaring gap between AI application and policy consciousness underscores the need for 

media companies to embed AI literacy, ethics education, and open communication practices 

within their operations. The findings show that while ethical principles are widely embraced, 

more quantifiable practices like audits, feedback loops, and policy analyses have limited scope 

and coverage. 

 

The fact that a vast majority of the participants call for updated policies indicates a critical need 

for industry-wide cooperation to develop responsive, clear, and enforceable AI governance 

frameworks. The frameworks need to be informed by journalistic principles, the rights of the 

audience, and technology protections to ensure that AI enriches instead of eroding the 

credibility, accountability, and diversity of news production. 

 

7. Conclusion 

The application of Artificial Intelligence in Indian media has yielded major innovations in news 

creation and working effectiveness. Nonetheless, this research finds that ethical practices 

involved in AI utilization—specifically, transparency and accountability—are still developing 

and unevenly practised throughout media outlets. Although numerous journalists admit to AI 

tools, there is limited clear understanding and official training in ethical frameworks. 

 

The results highlight the pressing requirement for clear-cut, enforceable policies guaranteeing 

the responsible use of AI in journalism. Enhancing ethical standards, transparency levels and 

institutionalized accountability mechanisms are critical to maintaining public confidence and 

journalistic integrity in the era of automation. Failing this, the advantages of AI can be 

overwhelmed by ethical loopholes and credibility crises. 
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